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Household classification using annual  
electricity consumption data

Die Stromrechnung hat für den Kunden  
oft wenig Aussagekraft 

“Ihre Nachzahlung beträgt 431,65 €” 

•  Dieser Satz ist für Kunden 
unbefriedigend  

•  Er erhöht die Wechselbereitschaft zu  
anderen Energieversorgern  

•  Der Kunde ist interessiert an Fragen 
wie 

•  „Wie kommt es zu diesem  
Mehrverbrauch?“ 

•  „Wie kann ich Energie sparen?“ 

•  „Was verbrauchen andere?“ 
C. Beckel (2014), Bits to Energy Lab 

 Bild: stadtwerke-gelnhausen.de 

Ihr Standby-

Verbrauch ist  

zu hoch! 

Sehen Sie, was andere Familien in Ihrer 
Nachbarschaft  
verbrauchen: 

“Personalisierung” ist eine der wichtigsten 
Herausforderungen für Energieversorger 
(EVU) 

•  Umsetzung der EU Energieeffizienz-Richtlinie: 
EVUs müssen Energieeinsparung von 1,5%  
pro Kunde und Jahr erreichen 

•  Konkurrenzdruck durch Marktliberalisierung 

•  Kleinere Gewinnmargen aufgrund  
höherer Kosten der Energieproduktion 

•  Themen wie Nachhaltigkeit und  
Energieeffizienz führen zu anspruchsvolleren Kunden  

•  Personalisierung  kann die Kundenkommunikation verbessern und 
damit Verkaufszahlen und Kundenloyalität steigern 

Wie kommen Versorger an Kunden-Informationen? 

BEN Energy AG 

Informationsbeschaffung ist ein teurer 
Prozess 

•  Beschaffung von Kundendaten ist oft wie  
die “Katze im Sack kaufen” 

•  Die Qualität und Herkunft der Daten ist unsicher 

•  Gekaufte Daten enthalten oft zu viel, zu wenig oder 
unbrauchbare Informationen  
 

•  Durchführen von Kunden-Umfragen ist teuer und anspruchsvoll 

•  Die Motivation der Kunden zur Teilnahme ist schwierig 
 

•  Die Auswertung vorhandener Daten ist eine gute Alternative 

Kaufen Sammeln Anreichern 

Input:  

SVM machine 
learning 

algorithm 

household type: “apartment” 
room heating type: “not electric” 
water heating type: “electric” 
num. residents: “two persons” 
living area: “>95 m2” 
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external data  

Reduktion der Smart-Meter-Daten auf 
relevante Features 

•  336 Messwerte pro Woche reduziert auf 88 Features 

•  Features beschreiben relevante Eigenschaften der Zeitreihen 

•  4 Kategorien: 

1.  Verbrauch: 
Verbr. in kWh Abends, ... 

2.  Statistische Werte:  
Min, Max, Durchschnitt, Varianz 

3.  Zeitliche Werte:  
Zeitpunkt des ersten Peaks, … 

4.  Verhältnisse: 
Verbr. morgens / abends,  
Verbr. Wochentags / Wochenende, ... 

Private Ground! 

No dogs allowed! 

ID, Lat,    Lon,   SUR 
01, 50.930, 5.339, access:dog= 
01, 50.930, 5.339, smoking="no” 
… 

textual representation of 
prohibition sign locations 

OpenStreetMap  
database 

<?xml version="1.0”?> 
<kml> 
  <Document> 
    <name>Space Usage Rule #1</n 
    <open>1</open> 
    <Style id="Poly1”> 

inference 
engine 

data 
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application (and alternatives) 
for each prohibition sign 

1st 

3rd 2nd 

4th 

building 
shopping  
mall 

allotments 

basin 

system context of the proposed 
methodology 

Input: 

Output: 

Hopf, K., Dageförde, F., & Wolter, D. (2015) Identifying the Geographical Scope of Prohibition Signs. 
 accepted for Conference on Spatial Information Theory XII Oct 12-16 2015 

 

Haushaltseigenschaften können aus 
Stromverbrauchsdaten abgelesen 
werden 

Integration von geographischen 
Informationen aus OpenStreetMap 

Klassifikationsergebnisse  
mit Smart-Meter-Daten 

Klassifikationsergebnisse mit jährlichen 
Stromverbrauchsdaten Kontakt 

konstantin.hopf@uni-bamberg.de 
ilya.kozlovskiy@uni-bamberg.de 
mariya.sodenkamp@uni-bamberg.de 
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Genauigkeit der Klassifikation mit Smart Meter Daten einer Woche (ACCC*), 
verglichen mit einer zufälligen Auswahl der Klasse (ACCRG) und einer 

zufälligen Auswahl bei Kenntnis der Klassengröße (ACCBRG). 

Data&Decision 
Analytics Lab 

The knowledge about household prop-
erties (such as number of inhabitants, 
living area, heating type, etc.) is highly 
desirable for utility companies to pave 
the way to targeted energy efficiency 
programs, products and services.  
Raising individual household data via 
surveys or purchasing it is expensive and 
time consuming,  
and often only  
a small fraction  
of customers  
participate. 

Introduction 
The market for energy retailers changes due to the 
technological and economic development, 
particularly due to the increasing competition, high 
churn rates, as well as growing demand for 
energy-efficiency products and its stimulation by 
governments. Energy efficiency programs and 
regulations range from incentives for efficient 
behavior and subsidies for energy-efficient 
construction – for example in Germany  – to 
mechanisms that enforce energy conservation and 
decouple amount of energy sold and profit in the 
USA . Along with this development, the European 
Energy Efficiency Directive forces energy retailers 
to achieve 1.5% energy savings per year through 
the implementation of efficiency measures at the 
customer’s side . Furthermore, the ongoing 
process of market liberalization forces established 
utility companies in Europe to innovate customer-
centric products and services to satisfy demanding 
and discriminating . Knowing characteristics of 
individual residential units (for instance, families 
with children, or retirees), utilities can automatically 
tai lor saving advice to specif ic, or give 
consumption feedback that includes references to 
s im i la r dwe l l ings addressees . Recent 
consumption feedback studies, for example, 
documented savings in the range of 2-6%, with 
larger effects occurring in settings where the 
feedback is specifically tailored to the recipient . 
For large-scale implementations that utilize 
customer insights, utilities need a reliable database 
of household data, which can be collected by 
surveys or purchased from data providers. Both 
options are related with high efforts, costs and the 
risk of low data quality. In fact, the utilities’ 
knowledge about their customers is usually limited 
to their billing information and address. 
Several publications have addressed the problem 
of automatic ident i f icat ion of household 
characteristics using electricity consumption data 
and machine learning. The investigated data 
granularity in samples range from 1 MHz meter 
readings to annual data. The analysis of high 
frequency data belongs to the field of non-intrusive 
load monitoring where the goal is to detect 
appliances. Zeifman et al.  provide an overview on 
this topic. Due to the high data volume and privacy 
aspects , such fine-grained information may not be 
interesting for utility companies for practical 
purposes. At a level of 15-minute smart meter 
readings up to annual billing data, researchers 
apply clustering methods (such as Self-Organizing 
Maps or k-means) . The disadvantage of these 
methods is that an expert must interpret the 
resulting clusters. Recently, several methods have 
been proposed to predict household characteristics 
(such as age of house, number of appliances, 
family and social status, etc.) based on smart 
meter readings . However, due to the current 
status of European smart grid infrastructure , the 
majority of households is still equipped with 
conventional electricity meters. So far, detection of 
household properties based on broadly available 
annual consumption data – to our knowledge – has 
not been published.  
In this paper, we propose a supervised machine 
learning technique for recognition of energy 
efficiency relevant household characteristics using 
annual consumption data and household location 
information. The characteristics include the type of 
household (house/apartment), living area, number 
of residents, as well as space and water heating 
type. Moreover, we use three different datasets to 
test transferability of the developed algorithm, i.e., 
we train the algorithm using one dataset and check 
how it performs on the other datasets. These 
datasets contain information on electricity 
consumption and location (street/postal code) of 
5’570 customers of 7 utility companies in 
Switzerland and Germany between the years 2009 
and 2014. The algorithm training and test was 
made using survey data, available for a part of 
these households. 
The results indicate that the classification accuracy 
lies between 47% (living area) and 98% (space 
heating type), and the average error rate is 
reduced by 16% compared to the biased random 
guess. 
The rest of the paper is organized as follows: 
Section 2 describes the three datasets used in our 
study. In Section 3, we present the method of 
supervised machine learning to extract five energy-
efficiency relevant household properties from 
yearly consumption data and residency location 
information. The classification results using our 
datasets are given in Section . The paper is 
concluded by discussion and outlook on future 
work. 

Table 1: Five household properties that can be recognized 
by the classification algorithm
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Property Class definition

pHouseholdType apartment 
house 

pLivingArea ≤ 95 m2 
≤ 145 m2 
> 145 m2 

pNumResidents single 
2 persons 
3+ persons 

pHeating electric heating 
not electric heating  

pWaterHeating electric water heating 
not electric water heating 
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   Dataset A Dataset B Dataset C 
Dataset A AA: CPD_mean,  

CDP_var, mad_1112_13, 
diff_mPLZ_12 

AB: CPD_mean,  
CPD_var, mad_12_3, 
diff_mPLZ_11 

AC: CPD_mean,  
diff_mPLZ 

Dataset B BA: CPD_mean, 
CPD_var, mad_12_3, 
diff_mPLZ_11 

BB: CPD_mean,  
CPD_var, mad_0910112_12, 
diff_mPLZ_11 

BC: CPD_mean,  
diff_mPLZ 

Dataset C CA: CPD_mean,  
diff_mPLZ 

CB: CPD_mean,  
diff_mPLZ 

CC: CPD_mean,  
diff_mPLZ 

of dataset C, because the dataset contains 
mainly customers with high consump-
tion.  
While having multiple data points (dataset 
A and B), the number of features 
increases and the classification accuracy is 
improved. Especially the features describ-
ing trends and the variance of consump-
tion have a positive impact. 
 
Result 2 – Transferability of trained 
household classification models to other 
datasets 
To test the classifier applicability for 
different datasets (i.e., classifier “transfer-
ability”), we train the algorithm using one 
dataset and check how it performs on two 
other datasets. As it can be anticipated, 
the transferred results are lower than 
classification with the same dataset. 
However, comparing the transfer between 
dataset A and B that have multiple years 
of consumption, classification accuracy of 
the balanced properties show higher 
values than the biggest class size, except 
the unbalanced property “type of heating”. 
Moreover, the recall values of most of the
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Three real-world datasets containing 
information about more than 5’500 
private dwellings in Germany and 
Switzerland and are used for algorithm 
training and validation.  
The datasets contain annual electricity 
consumption over one, three and five  
years respectively, and the customers’ 
addresses. From this data, we derive 
three feature categories: 

1)  Mean consumption (CPD_mean) 

2)  Consumption deviation to the postal 
code region (diff_mPLZ).  

3)  Consumption development over 
years: the variance (CPD_var) and the 
deviation from the two-year moving 
average (mad_12_3). 

Besides these consumption features, five 
household properties (Table 1) are known. 

To evaluate the performance, we count the 
number of correct and misclassified 
examples in comparing the predicted 
household classes with ground truth data 
and calculate the classification accuracy as 
the percentage of correct classified ex-
amples in the number of all examples. We 
answer two research questions that are 
presented as follows.  
 
Result 1 – Feasibility of household classi-
fication based on annual electricity con-
sumption data
The classification results show that 
supervised machine learning can predict 
household classes with an accuracy 
between 47% and 95%. By analyzing the 
classi-fication results with a single dataset 
(setting AA, BB, CC), we can conclude the 
following statements for household 
classification with annual consumption 
data: 
Classification with only one year of con-
sumption and information about the 
neighborhood (dataset C), can achieve 
higher classification accuracy than a biased 
random guess (with respect to the prop- 

We propose a supervised machine learn-
ing technique for recognition of energy 
efficiency relevant household properties 
using annual consumption data and 
household location information.  
The classification procedure applied in 
this work is schematically illustrated in 
Figure 2. At first, the input data is 
prepared with feature extraction methods. 
The defined features are described in  the 
previous section together with the data. 
To reveal household characteristics, the 
SVM supervised learning algorithm is 
trained with labeled training instances 
and is thereafter applied to new data 
instances for the prediction of household 
classes. 
For higher classification performance, we 
found optimal parameters for this appli-
cation empirically. 
 

Table 2: Classification settings and feature sets for evaluating the classification transferability

Figure 1: Potential personalized energy-efficiency 
products and services, e.g. online platforms, apps, direct 
mailings  (Source: BEN Energy AG)

Figure 2: Classification and evaluation methodology

Figure 3b: Classification accuracy and transferability results for the properties pResidents, pHouseholdType, 
pWaterHeating and pHeating
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Recently, data mining methods have 
been developed to automatically infer 
house-hold characteristics from smart 
meter consumption data. However, the 
slow smart metering rollout hampers 
practical implementation of these 
methods in many countries. In this 
work, we present a machine learning 
approach that reveals household prop-
erties from conventional annual electricity 
consumption data currently available at a 
large scale.  

erties “living area” and “number of resi-
dents”) when the class sizes within one 
property are about equally. The results for 
properties with unbalances classes (one 
class is more than two times larger than 
another) show a low accuracy. The class 
sizes in the property “type of household” 
are unbalanced, yet the poor result for this 
property can be related to the selection bias 

classes are higher than 40% (see Figure 3). 
This means, for example, for the class 
“house” that having trained the classifier 
with A, the algorithm finds >80% of all 
customers in dataset B who live in a house. 
Because of the reasons for the lower 
classification performance in dataset C the 
transferability from and to a dataset with 
only one year is limited. We assume that 
further main influence factors to the 
transferability results are sample selection 
effects. 

Figure 3a: Classification accuracy and transferability results 
for the property pLivingArea with legend for accuracy figures


